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Abstract: In this paper, two parameter Weibulldistribution model is considered for Bayesian risk analysis of 

survival function by assuming non-informative and informative priors such as Jeffrey’s, Extended Jeffrey’s and 

Lognormal-Inverted gamma using with different type of loss functions as Squared error loss function (SELF), 

General entropy loss function (GELF), Quadratic loss function (QLF), Weighted loss function(WLF) and Squared 

logarithmic loss function(SLLF). To illustrate the methodology, simulation study is carried out and done the 

analysis. 
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1.   INTRODUCTION 

The Weibull distribution is named after its originator, the Swedish physicist WallodiWeibull, who in 1939 used it to 

model the distribution of breaking strength of the materials and in 1951 for a wide range of other applications. The 

distribution has been widely studied since its inception. It is one of the best known and most applicable lifetime 

distribution. It adequately describes observed failures of many different types of components and phenomena. Its 

application, in connection with lifetimes of various manufactured items, has been widely advocated and it has been used 

to model a variety of life behaviors such as failures, success, incidents, occasional events, etc.Sinha (1986) has 

determined the Bayes estimate of reliability function and hazard rate of the Weibull distribution by using squared error 

loss function. Al Omari Mohammed Ahmed and et al., (2011) obtained the Bayesian survival estimator with censored 

data using Jeffrey’s prior and extension of Jeffrey’s prior information.  Chris BambayGuure and et al., (2012) studied the 

Bayesian estimator for both scale and shape parameters of Weibull distribution using extension of Jeffrey’s prior with 

Squared error loss, General entropy loss and Linex loss functions.Chris BambayGuure and et al., (2014) have studied the  

Bayes and frequentist estimators for the two parameter Weibull failure time distribution by using non-informative prior 

and generalization of the non-informative prior and also the reliability and hazard functions were derived under Squared 

error loss, General entropy loss and Linex loss functions.Lavanya, A. and Leo Alexander, T (2016) studied the problem of 

estimation of the survival function under the Constant Shape Bi-Weibull failure distribution by using extension of 

Jeffrey’s prior with Squared error loss, General entropy loss and Linex loss functions.In the above all studies, the non-

informative prior is assumed for estimating the parameters and also three loss functions namely, SELF, LINEX and GELF 

are used to carried out the analysis.Venkatesan,G and Saranya,P (2018) studied the performance of maximum likelihood 

estimation and Bayesian estimation of survival function of two parameter distribution assuming informative prior under 

various loss functions through simulation study.Till now, only estimation of the parametersare studied, no one extended 

the study to risk analysis of survival function of this model, we proposed to study the problem of Bayes risk analysis of 

survival function. 
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In our study, we proposed to obtain Bayes risk of survival function of the two parameter Weibull distribution using non-

informative and informative priors such as Jeffrey’s, Extension of Jeffrey’s and Lognormal-Inverted gamma priors under 

Squared error loss function, General entropy loss function, Quadratic loss function, Weighted loss function and Squared 

logarithmic loss function.To illustrate the methodology, through simulation study is carried out and performance of the 

models areanalyzed. 

2.   MAXIMUM LIKELIHOOD ESTIMATION 

Let    ,  ,..,    be a random sample of size n from Weibull distribution with scale parameter () and shape parameter (). 

The probability density function is 
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The cumulative distribution function is 

 (     )        (
   

 
)                    …(2.2) 

The survival function of t is 
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The likelihood function of t is  
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Using the principle of MLE, we get  
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            …(2.5) 

where ̂ can be determined by using Newton-Raphson method and taking the initial value ofα as   as per our convenience 

and iterating the process till it converges. 
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The estimate of the survival function of the Weibull distribution under the MLE is 
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3.   BAYESIAN ESTIMATION 

Bayesian Estimation approach makes use of prior knowledge about the parameters as well as the available data.  

3.1. Posterior distribution using Non-informative prior 

When prior knowledge about the parameter is not available, it is possible to make use of the non-informative prior in 

Bayesian analysis. We use the Jeffrey’s and Extension of Jeffrey’s prior information, where Jeffrey’s prior is the square 

root of the determinant of the Fisher information. 

3.1.1. Jeffrey’s Prior 

The Jeffrey’s prior of Weibull distribution is 
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       . . . (3.1) 

The posterior distribution of the parameters α and β is obtained by multiplying the equation (3.1) and (2.4) as 
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3.1.2. Extension of Jeffrey’s Prior 

The Extension of Jeffrey’s prior of Weibull distribution is 

  (   )  (
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          . . . (3.3) 

The posterior distribution of the parameters α and β is obtained by multiplying the equation (3.3) and (2.4) as 
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3.2. Posterior distribution using Informative prior 

 Bayesian estimation approach when we have knowledge on the parameters, the informative prior is preferred.We 

use the informative prior such as Lognormal-Inverted gamma prior information. 

3.2.1. Lognormal-Inverted Gamma prior 

 The shape parameter α follows Lognormal distribution with hyperparameter c and scale parameter β follows 

Inverted-Gamma distribution with hyperparametersa and b. The joint prior distribution of α and β is  
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The posterior distribution of the parameters α and   is obtained by multiplying the equation (3.5) and (2.4) as 
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4.   BAYES RISK OF SURVIVAL FUNCTION UNDER DIFFERENT LOSS FUNCTION 

The loss function  (   ̂)is a measure of the error which represents the loss incurred by making an estimation when the 

true value of parameter   and the estimated value  ̂. The Bayes risk is the posterior expected loss. The Bayes risk is 

defined by  (   ̂)   [ (   ̂)]. 

4.1. Squared Error Loss Function 

The squared error loss function is,  (   ̂)  ( ̂   )
 
      …(4.1) 

The squared error loss function gives equal weightage to both over and under estimation. The Bayes estimator of 

 is, ̂    ( ).           …(4.2) 

The Bayes risk is, (   ̂)   (  )  [ ( )] .       …(4.3) 

4.1.1.Jeffrey’s prior under squared error loss function 

The Bayes risk of survival function under squared error loss function is 
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The above equation contains a ratio of two integrals which cannot be solved analytically, so we use Lindley’s 

approximation procedure to estimate the survival function.Using Lindley’s approximation, the expansion of 

∫ ( ) ( )[ ( )]  

∫  ( )[ ( )]  
can be performed as 
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where L is the log likelihood function and   is the logarithmic of prior distribution. 
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Let   ,   * (
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and   (
  
 

 
), where    ̂ and    ̂ is given in equation (2.6) and (2.5) respectively. It is 

for notational convenience. 
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The Bayes risk of survival function using Jeffrey’s prior under squared error loss function  [ ̂(  )]  is 
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4.1.2.Extension of Jeffrey’s prior under squared error loss function 

The Bayes risk of survival function using extended Jeffrey’s prior under squared error loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using extended 

Jeffrey’s prior under squared error loss function [ ̂(  )]   is 
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4.1.3.Lognormal-Inverted Gamma prior under squared error loss function 

The Bayes risk of survival function using Lognormal-inverted gamma prior under squared error loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using Lognormal-

inverted gamma prior under squared error loss function [ ̂(  )]   is 
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4.2. Quadratic Loss Function 

The Quadratic loss function is, (   ̂)  (  
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The Bayes estimator of  under Quadratic loss function is, ̂   
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The Bayes risk is, (   ̂)    
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4.2.1.Jeffrey’s prior under Quadratic loss function 

The Bayes risk of survival function using Jeffrey’s prior under Quadratic loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using Jeffrey’s 

prior under Quadratic loss function  [ ̂(  )]  is 
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4.2.2. Extension of Jeffrey’s prior under Quadratic loss function 

The Bayes risk of survival function under extended Jeffrey’s prior under Quadratic loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using extended 

Jeffrey’s prior under Quadratic loss function  [ ̂(  )]   is 
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4.2.3. Lognormal-Inverted Gamma prior under Quadratic loss function 

The Bayes risk of survival function using Lognormal-Inverted gamma prior under Quadratic loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using Lognormal-

Inverted gamma prior under Quadratic loss function [ ̂(  )]   is 
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4.3. Weighted Loss Function 

The weighted loss function is,  ( ̂  )  
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The Bayes estimator under weighted loss function is, ̂   [ ( 
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The Bayes risk is, (   ̂)   ( )  [ (   )]
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4.3.1. Jeffrey’s prior under Weighted loss function 

 The Bayes risk of survival function using Jeffrey’s prior under Weighted loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using Jeffrey’s 

prior under Weighted loss function  [ ̂(  )]  is 
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4.3.2. Extension of Jeffrey’s prior under Weighted loss function 

The Bayes risk of survival function using extended Jeffrey’s prior under Weighted loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using extended 

Jeffrey’s prior under Weighted loss function [ ̂(  )]   is 
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4.3.3. Lognormal-Inverted Gamma prior under Weighted loss function 

 The Bayes risk of survival function using Lognormal-Inverted gamma prior under Weighted loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using Lognormal-

inverted gamma prior under Weighted loss function  [ ̂(  )]  is 
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4.4. Squared Logarithmic Loss Function 

The squared logarithmic loss function is (   ̂)  (    ̂      )
 
     … (4.37) 

The Bayes estimator under weighted loss function is  ̂       [ (     )]    …(4.38) 

The Bayes posterior risk is  (   ̂)   [(    ) ]  [ (    )]    …(4.39) 

4.4.1. Jeffrey’s prior under Squared logarithmic loss function 

The Bayes risk of survival function using Jeffrey’s prior under squared logarithmic loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using Jeffrey’s 

prior under squared logarithmic loss function,  [ ̂(  )]    is 
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4.4.2. Extension of Jeffrey’s prior under Squared logarithmic loss function 

The Bayes risk of survival function using extended Jeffrey’s prior under squared logarithmic loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using extended 

Jeffrey’s prior under squared logarithmic loss function  [ ̂(  )]   is 
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4.4.3. Lognormal-Inverted Gamma prior under Squared logarithmic loss function 

The Bayes risk of survival function using Lognormal-Inverted gamma prior under squared logarithmic loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using Lognormal-

inverted gamma prior under squared logarithmic loss function [ ̂(  )]    is 
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4.5. General Entropy Loss Function 

The General Entropy (GE) Loss is ( ̂   )  (
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The Bayes estimator  ̂  of θ under General entropy loss function is ̂   [  ( 
  )] 
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The Bayes posterior risk is  (   ̂)    [    ]     [ (   )]   …(4.48) 

4.5.1. Jeffrey’s prior under General entropy loss function 

The Bayes risk of survival function using Jeffrey’s prior under General entropy loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using Jeffrey’s 

prior under General entropy loss function  [ ̂(  )]  is 
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4.5.2. Extension of Jeffrey’s prior under General entropy loss function 

The Bayes risk of survival function using extended Jeffrey’s prior under General entropy loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using extended 

Jeffrey’s prior under General entropy loss function [ ̂(  )]   is 
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4.5.3. Lognormal-Inverted Gamma prior under General entropy loss function 

The Bayes risk of survival function using Lognormal-inverted gamma prior under General entropy loss function is 
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The procedure of Lindley’ approximation used in 4.1.1 to obtained the Bayes risk of survival function using extended 

Jeffrey’s prior under General entropy loss function  [ ̂(  )]  is 
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5. SIMULATION STUDY 

In this study, we chose a sample size of n=25, 50 and 100 to represent small, medium and large dataset. The Bayes risk of 

survival function is estimated for Weibull distribution using non-informative and informative prior under different loss 

functions. The values of the parameters chosen as α=0.8, 1.2, 3 and β=0.5, 1.5, 5. The values of Jeffrey,s extension are 

m=0.4,1.4 and for the informative priors are chosen as a=0.4,1.4; b=0.6,1.6 and c=0.9, 1.9. The values for the loss 

parameter is k=0.6 and 1.6. The results of the simulation study are discussed as follows: 

The Bayes risk of survival function for two parameter Weibull distribution using non-informative prior (Jeffrey’s) under 

various loss functions is obtained and presented in   Table-1. 
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Table-1: Estimation of Bayes risk of Survival Function under Jeffrey’s prior. 

 

From the table -1, it is observed that the Bayes risk of survival function is minimum under the SELF, WLF when β<1 and 

α>1 than β<1 and α<1 for n=25. In the same behavior of the values of scale and shape parameters of the Bayes risk of 

survival function is reported when n=50 and n=100. The Bayes risk of survival function is maximum under the GELF, 

QLF, SLLF when β<1 and α>1 than β<1 and α<1 for n=25. In the same behavior of the values of scale and shape 

parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function 

for Weibull distribution using non-informative prior (Jeffrey’s) under SELF is better than using other loss functions in this 

study. 

The Bayes risk of survival function for two parameter Weibull distribution using non-informative prior (Extension of 

Jeffrey’s prior m=1.4) under various loss functions is obtained and presented in Table-2. 

Table-2: Estimation of Bayes risk of Survival Function under Extension of Jeffrey’s prior m=0.4. 
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From the table-2, it is observed that the Bayes risk of survival function is minimum under the SELF, WLF when β<1 and 

α>1, β>1 and α>1 than β<1 and α<1 for n=25. In the same behavior of the values of scale and shape parameters of the 

Bayes risk of survival function is reported when n=50 and n=100. TheBayes risk of survival function is maximum under 

the GELF, QLF, SLLF when β<1 and α>1 than β<1 and α<1 for n=25. In the same behavior of the values of scale and 

shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival 

function for Weibull distribution using non-informative prior (Extension of Jeffrey’s) under SELF is better than using 

other loss functions proposed in this study. 

The Bayes risk of survival function for two parameter Weibull distribution using non-informative prior (Extension of 

Jeffrey’s) under various loss functions is obtained and presented in Table-3. 

Table-3: Estimation of Bayes risk of Survival Function under Extension of Jeffrey’s prior m=1.4 . 

 

From the table-3, it is observed that the Bayes risk of survival function is minimum under the SELF, QLF, SLLF when 

β<1 and α<1than β<1 and α>1, β>1 and α<1 than β>1 and α>1 for n=25. In the same behavior of the values of scale and 

shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival 

function is maximum under the GELF, WLF when β<1 and α>1 than β<1 and α<1, β>1 and α<1 than β>1 and α>1 for 

n=25. In the same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported 

when n=50 and n=100. The Bayes risk of survival function for Weibull distribution using non-informative prior 

(Extension of Jeffrey’s) under SELF is better than using other loss functions proposed in this study. 

The Bayes risk of survival function for two parameter Weibull distribution using informative prior (Lognormal-Inverted 

Gamma) under various loss functions is obtained and presented in Table-4. 

From the table-4, it is observed that the Bayes risk of survival function is minimum under the SELF, WLF when β<1 and 

α>1, β>1 and α>1 than β<1 and α<1 for n=25. In the same behavior of the values of scale and shape parameters of the 

Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function is maximum under 

the GELF, QLF, SLLF when β<1 and α>1 than β<1 and α<1 for n=25. In the same behavior of the values of scale and 

shape parameters of the Bayes risk of survival function is reported when n=50 and n=100.      The Bayes risk of survival 

function for Weibull distribution using non-informative prior (Lognormal-Inverted gamma) under SELF is better than 

using other loss functions proposed in this study. 
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Table-4: Estimation of Bayes risk of Survival Function under Lognormal-Inverted Gamma prior with 

hyperparameters a=0.4, b=0.6 and c=0.9. 

 

The Bayes risk of survival function for two parameter Weibull distribution using informative prior (Lognormal-Inverted 

Gamma) under various loss functions is obtained and presented in Table-5. 

Table-5: Estimation of Bayes risk of Survival Function under Lognormal-Inverted Gamma prior with 

hyperparameters a=1.4, b=1.6 and c=1.9. 

 

From the table-5, it is observed that the Bayes risk of survival function is minimum under the SELF, WLF when β<1 and 

α>1, β>1 and α>1 than β<1 and α<1 for n=25. In the same behavior of the values of scale and shape parameters of the 

Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function is maximum under 

the GELF, QLF, SLLF when β<1 and α>1 than β<1 and α<1 for n=25. In the same behavior of the values of scale and 



                                                                                                                                                    ISSN 2348-1218 (print) 

International Journal of Interdisciplinary Research and Innovations     ISSN 2348-1226 (online) 
Vol. 6, Issue 2, pp: (339-353), Month: April - June 2018, Available at: www.researchpublish.com 

 

   Page | 353 
Research Publish Journals 

 

shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival 

function for Weibull distribution using non-informative prior (Lognormal-Inverted Gamma) under SELF is better than 

using other loss functions proposed in this study. 

6.   CONCLUSION 

In this study, we obtained the Bayes risk of survival function of Weibull distribution using non-informative and 

informative priors such as Jeffrey’s, Extension of Jeffrey’s and Lognormal-Inverted gamma priors under Squared error 

loss function, General entropy loss function, Quadratic loss function, Weighted loss function, Squared logarithmic loss 

function by applying Lindley’s approximation rule and illustrate the methodology through simulation technique. By 

comparing the estimated values of Bayes risk of survival function of Weibull distribution using various loss functions, the 

risk assuming under SELF is the least one among the cases studied. It is found that when the sample size as well as 

iteration process is increased the Bayes risk of survival function is decreased. Finally, among all the cases the two 

parameter Weibull model with Lognormal-inverted gamma prior under Squared error loss function is performed well in 

this study. 

REFERENCES 

[1] A.O.M.Ahmed, and N.A.Ibrahim, “Bayesian Survival Estimator for WeibullDistribtuion withCensored Data", 

Journal of Applied Sciences, 11: 393-396, 2011. 

[2] M.Aslam, S.M.AliKazmi, I.Ahmead and S.H.Shah,“Bayesian Estimation for Parameters of theWeibull 

Distribution”,Sci.Int(Lahore),26(5),1915-1920, 2014. 

[3] C.B.Guure, and N.A.Ibrahim, “Bayesian Analysis of the Survival Function and Failure Rate of WeibullDistribution 

with Censored Data”, Mathematical Problems in Engineering, 2012. 

[4] C.B.Guure, N.A. Ibrahim,M.B.Adam, A.O.M.Ahmed and S.Bosomprah, “Bayesian Parameter and Reliability 

Estimate of Weibull Failure Time Distribution”, Bulletin of the Malaysian Mathematical Sciences Society.(2) 37(3), 

611-632, 2014.  

[5] C.D.Lai, D.N.P.Murthy and M.Xie, “Handbook of Engineering Statistics”, Springer publications, 2006. 

[6] A.Lavanya and T.Leo Alexander,“ Estimation of the Survival Function Under the Constant Shape Bi-Weibull 

Failure Distribution Based on Three Loss Functions”, International Journal of Advanced Research, 4(9), 1225-1234, 

2016. 

[7] S.K.Sinha, “Bayes Estimation of the Reliability Function and Hazard Rate of a Weibull Failure Time Distribution”, 

Tranbajos De Estadistica, Vol.1, No.2, 47-56, 1986. 

[8] G.Venkatesan and P.Saranya, “Bayesian Weibull Model in Survival Analysis”, Research and Review: Journal of 

Statistics, 7(1), 24s-29sp, Apr 2018. 

 


